
elevated fields, consistent with the evolution of the
M(T) peak as a function of field [section C of (17)].
Figure 4 describes a possible scenario for the

two stages of transitions. Below TAF, the Néel
order develops. We speculate that the growth of
the Néel order parameter mAF is arrested as the
temperature is lowered past Thyb, due to the
onset of the nuclear spin order. A diminished
mAF would place the electronic phase in the
regime close to the QCP that underlies the pure
electronic system in the absence of any hyperfine
coupling. This quantum criticality effectively in-
duced by the nuclear spin order at zeromagnetic
field would naturally lead to the development of
a superconducting state [section I of (17)]. As
inferred from the experimental results (Fig. 1C),
fluctuations of the A phase are already set in near
TB and lead to a substantial reduction of the stag-
geredmagnetization and the emergence of super-
conducting fluctuations well above the A-phase
ordering temperature [section I of (17)].
The large initial slope of the superconducting

upper critical field Bc2(T) at Tc ≃ 25 T/K, ex-
tracted from both shielding (Fig. 3, inset) and
Meissner measurements (fig. S3C), corresponds
to an effective charge-carrier mass of several hun-
dred me (where me is the rest mass of the elec-
tron), which implies that the superconducting
state is associatedwith the Yb-derived 4f electrons
(heavy-electron superconductivity). Extrapolating
the positions of the low-temperature fc M(T)
peak to zero temperature, the critical field of the
AphaseBA =B(TA→0) is found to be 30 to 60mT,
which corresponds to geff = kBTA(B = 0)/mBBA =
0.03 to 0.06 (where kB is the Boltzmann constant
and mB is the Bohr magneton). This value of geff is
much smaller than the in-plane electronic g-factor
3.5 (24) but is a factor of 20 to40 larger than in case
of a purely nuclear spin ordering transition. We
can understand this geff if the ordered moment
is a hybrid of the electronic and nuclear spins
with, at most, 2% of the ordered moments
being associated with the 4f electron–derived
spins.
The very large entropy near TA ≥ 2 mK is one

of the most pronounced features in our observa-
tion. An alternative possibility for this entropy is
the involvement of a “nuclear Kondo effect”—
that is, the formation of a singlet state between
the nuclear and conduction electron spins. The
resulting superheavy fermions may be assumed
to form Cooper pairs and cause a superconduct-
ing transition at Tc ≈ 2mK that would be probed
by the magnetic and specific-heat measurements.
Though our estimates of the nuclear Kondo tem-
perature and the quasi-particle effective mass
reveal discrepancies with this picture [section E
of (17)], further theoretical and experimental work
is needed to investigate the possible role of the
nuclear Kondo effect in generating superconduc-
tivity in YbRh2Si2.
It is likely that the coupling of electronic and

nuclear spin orders, as well as the concomitant
emergence of new physics, is not exclusive to
YbRh2Si2 [section H of (17)]. Systematic studies
of other heavy-electron antiferromagnets at
ultralow temperatures are needed to find out

whether a hybrid electronic-nuclear order is a
more general phenomenon. In addition, a com-
parative study would be highly welcome to eval-
uate whether superconductivity is truly absent
in isotopically enriched YbRh2Si2 without Yb-
derived nuclear spins, similar to the compound
studied in (25).
Our ultralow-temperature measurements on

the unconventional quantum critical material
YbRh2Si2 reveal heavy-electron superconductivity
below Tc = 2 mK. This observation strongly sup-
ports the notion that superconductivity near an
AF instability is a robust phenomenon.
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GEOPHYSICS

Periodic slow slip triggers
megathrust zone earthquakes in
northeastern Japan
Naoki Uchida,1* Takeshi Iinuma,2† Robert M. Nadeau,3 Roland Bürgmann,4 Ryota Hino1

Both aseismic and seismic slip accommodate relative motion across partially coupled plate-
boundary faults. In northeastern Japan, aseismic slip occurs in the form of decelerating
afterslip after large interplate earthquakes and as relatively steady slip on uncoupled areas
of the subduction thrust. Here we report on a previously unrecognized quasi-periodic
slow-slip behavior that is widespread in the megathrust zone. The repeat intervals of the
slow slip range from 1 to 6 years and often coincide with or precede clusters of large
[magnitude (M) ≥ 5] earthquakes, including the 2011M 9 Tohoku-oki earthquake.These results
suggest that inherently periodic slow-slip events result in periodic stress perturbations
and modulate the occurrence time of larger earthquakes.The periodicity in the slow-slip rate
has the potential to help refine time-dependent earthquake forecasts.

S
low (or aseismic) slip is a process by which
faults displace rocks like earthquakes do,
but muchmore slowly and without gener-
ating seismic waves (1, 2). Slow fault-slip
events increase stress in adjacent areas

andmay trigger damaging earthquakes (3). Fore-

shocks are sometimes related to precursory slow
slip (4–6), and some slow-slip events revealed
by geodetic measurements are accompanied by
seismicity rate changes (7). However, the rela-
tionship between large earthquakes and aseismic
slip is not well understood because of the poor
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detectability of small slow-slip events with geo-
detic measurements and the rare occurrence of
large earthquakes. We understand that repeat-
ing earthquakes involve the rupture of small
asperities in the fault zone as seismic slips keep
up with aseismic fault creep (slow slip) on the
surrounding surface (8) (Fig. 1). Repeating earth-
quakes provide a remote measure of both local-
ized seismic slip and the surrounding rate of
aseismic slip on a fault that greatly improves the
spatiotemporal resolution of slow slip (4, 9, 10).
In this study, we refer to repeating earthquakes
as “repeaters” and invoke them as a form of sub-
surface creep meter (Fig. 1). Here we consider
repeater time series and global positioning sys-
tem (GPS) measurements from the northeast-
ern (NE) Japan subduction zone to detect small
temporal changes in the slow-slip rate. Major
earthquakes, including the great 2011 Tohoku-oki
earthquake [magnitude (M) 9.0], also occur on
the offshore plate interface between the sub-
ducting Pacific and continental plates (Fig. 2A)
(1, 4, 11–13).
We examined the seismic moments and re-

currence intervals of 6126 repeaters belonging

to 1515 separate sequences to detect interplate
slip-rate fluctuations for a period of up to 28 years
(14) (table S1). In the offshore and near-shore
Sanriku areas (Fig. 2), the slow-slip rates are es-
timated from 162 and 91 repeater sequences, re-
spectively, using a 0.5-yearmoving time window,
with the average rates plotted at the center of
each time window (14) (Fig. 1). The variations in
slip rate ranged from 0 to 290% of the long-term
interplate slip rate (15) (7.4 ± 0.2 cm/year) and
showed strong periodicity. The amplitude of the
inferred slip rate depends on the length of the
analysiswindowand the scaling relationship used
to estimate the slip amount, but the periodicity
is not affected by these conditions (14).
We estimated the dominant periods of slow

slip, based on spectral analysis, to be 3.0 ± 0.1 SD
years for the offshore Sanriku area (Fig. 2B and
fig. S4I) and 2.7 ± 0.6 years for near-shore Sanriku
area (Fig. 2C and figs. S4J and S5) (14). Two large
slip-velocity peaks in 1990 and 1992 could bias
the spectral estimate of period in the offshore
Sanriku area (Fig. 2B), but analysis excluding
data before 1992 also shows a similar dominant
period (fig. S4I). We compared the timing ofM ≥
5 events (Fig. 2, B and C) to the regional slip rate.
The magnitude threshold was chosen to ensure
a complete catalog for our analysis period and a
big enough sample of larger events. Clustering
ofM ≥ 5 earthquakes in the high slip-rate periods
is evident, especially in the offshore area (Fig. 2B).
We fitted simple sinusoidal curves to the slip-rate
changes to define the phase of the periodicity,
finding that 6.2 and 3.3 times as many 1984–2011
M ≥ 5 earthquakes occurred during the positive
period of the best-fit sinusoids for the offshore
and near-shore Sanriku areas, respectively (Fig. 2,
B and C; fig. S6, C and D; and table S2). We cal-

culated the excess number of M ≥ 5 earthquakes
for a range of periods and found that they decay
away ±0.15 years from the best-fit periods we es-
tablished from the repeater data (fig. S6). We
showed a concentration of M ≥ 5 earthquakes
near the inferred slip-rate peak (fig. S7), using
histogramsof earthquake occurrencewith respect
to phase of the best-fit sinusoids. We found a sim-
ilar correlation between periodic slow-slip rates
and large earthquakes for most of the eight off-
shore areaswherewe documented the distribution
of repeaters and earthquakes (fig. S2 and table S2).
When we applied declustering to the earth-

quake catalog with a range of declustering pa-
rameters, the number of excess earthquakes in
the positive period of the best-fit sinusoids de-
creased (tables S3 and S4). Although the excess
ratios for the offshore Sanriku area range from
2.0 to 2.8, those for the near-shore Sanriku area
are systematically reduced to 1.2, suggesting that
clusters associated with large earthquakes influ-
ence the result.
A possible explanation for the correlated pe-

riodicity (Fig. 2 and fig. S7) is that periodically
occurringM ≥ 5 events and their afterslip trigger
the smaller repeaters. However, close inspection
of the repeater activity and inferred slip-rate
changes for the major slip pulses in 1989–1990
and 1992 in the offshore Sanriku area (Fig. 3A)
shows that the repeater-inferred slow slip begins
accelerating a few days before the mainshocks
associated with the slip pulses (16). The precur-
sory repeater activity is a common feature before
M≥ 5,M≥ 6, andM≥ 7 earthquakes (mainshocks)
in the offshore Sanriku area andmost of the other
study areas (figs. S8 and S9). The precursory re-
peater accelerations concentrate close to main-
shock epicenters (figs. S10 and S11), suggesting
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Fig. 1. Using repeaters to
track slow plate-boundary
slip.Schematic figure showing
the tectonic setting (A), the
activity of repeaters on the
plate boundary (B and C), and
steps to estimate the slip-rate
time series from repeater data
(D to G) (14).There are var-
iably sized seismic patches on
the plate boundary sur-
rounded by aseismic slip areas
(A).The small repeaters (C)
represent repeated rupture of
small patches that catch
up with the creep in the
surrounding areas (B). By
calculating the slip of each
earthquake, we obtain
cumulative slip for each
repeater sequence [(D) and
(E)].We average slip in each
area (F) and obtain the tem-
poral change of slip rate from
the gradient of the averaged
cumulative curve (G).Time
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close interaction with the preceding repeater
activity. Mainshocks are also generally followed
by accelerated repeater activity (figs. S8 and S9),
indicating rapid afterslip.
Marsan et al. (17) suggest occurrences of many

slow-slip episodes in this subduction zone by dis-
criminating normal from “abnormal” seismicity
affected by transient loading. The activity of small
repeaters indicates the involvement of spontane-
ous slow-slip events as the underlying aseismic
loading process driving these episodic deforma-
tion transients. Observations from ocean-bottom
pressure sensors of slow slip preceding M 6.1
andM 7.3 earthquakes occurring ~100 km south

of this area in 2008 and 2011 (green stars in Fig.
2A) (18), respectively, are also consistent with
this interpretation.
We tested the hypothesis of an ~3-year pe-

riodic slow slip promoting M ≥ 5 earthquakes
in the offshore Sanriku area by extrapolating
the sinusoidal curve from the 1984 to 2011 slip-
rate data back to 1930 (red curve in Fig. 3C). The
positive phase of the sinusoidal curve (expected
high–slip-rate periods) correlateswith higher rates
of M ≥ 5 earthquakes back to around 1945 (Fig.
3C). The number ofM ≥ 5 earthquakes occurring
during positive sinusoid amplitudes for the pe-
riod 1956–1983 is about twice as high as the num-

ber of events occurring during negative sinusoid
amplitudes (dashed curve in fig. S6C).
Our sinusoidal extrapolation of the slow slip

assumes exact periodicity of the process, and
slight shifts in the period result in large shifts
in the timing of sinusoid peaks when extrapo-
lating over many years. To address this, we ex-
amined the periodicity of theM ≥ 5 declustered
catalog using the Schuster spectrum (19). Our
results show an ~3-year periodicity for the off-
shore Sanriku area (Fig. 3B) for all time spans
considered, including the repeater analysis pe-
riod. We do not find as strong a periodicity for
the near-shore area (figs. S5A and S6D). Our
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consideration of ~80 years of earthquakes off-
shore of Sanriku suggests that the periodicity of
slow slip and associated larger earthquakes per-
sists through time before the repeater analysis
period.
Continuous GPS measurements across NE

Japan provide complementary constraints on
the time-variable coupling of the subduction thrust
from the repeater data. The spatial gradient of
observed displacement rates in the plate conver-
gence direction reflects the strength of inter-
plate locking and associated slip (20) (figs S12
and S13) (14), and its temporal variation may
be a measure of the acceleration/deceleration of
aseismic slip along the plate boundary. Although
we infer that repeaters directly track slip on the
subduction thrust, the on-land GPS data are only
indirectly related to changing fault slip via elastic
deformation. In order to stabilize the estimate of
the time-dependent gradient of the displacement
rate (the GPS gradient), we used a longermoving
time window of 1 year. Periods of more negative
GPS-gradient values, reflecting increased shorten-
ing, indicate times of stronger locking or lower
slow-slip rates in the offshore area (fig. S12). The
time series estimated from the observationally
independent GPS gradient show similar fluctua-
tions as those of the repeater slip rates (fig. S3).

We performed a moving spatial window anal-
ysis of the slip-rate spectrum to comprehensively
examine the spatial distribution of the degree
of periodicity and its dominant period along the
NE Japan subduction zone. For each area, we de-
termined theperiod of peak amplitude (short black
vertical line in Fig. 3B) within the 1- to 9-year
range and the degree of periodicity from the
amplitude ratio of peak and average (red hor-
izontal dashed line in Fig. 3B) amplitudes in the
same period range. We used 0.4° (latitude) by
0.6° (longitude) spatial windows with 10 ormore
repeater sequences, showing widespread peri-
odic behavior across the subduction zone (Fig. 4).
The uncertainties of the estimated periodicities
are generally on the order of 1 year (fig. S2B) (14).
The dominant period has a heterogeneous dis-
tribution in both dip and strike directions (Fig. 4
and fig. S2A).Much of the subduction zone shows
periods that range from 1 to 6 years and agrees
with the periodicity ofM ≥ 5 earthquakes where
strong slow-slip periodicity exists (fig. S2C).
Around the slip areas of previous large earth-
quakes (11, 12), including the 2011 Tohoku-oki
earthquake (13), the aseismic slip rates are
generally low and the periodicity is weak (light
color in Fig. 4), with relatively long periods (>5
years). The relatively long period in the southern

part of the coseismic slip area of the 2011 Tohoku
earthquake (36.5° to 38°N) is consistent with a
5.9-year periodicity inferred from seismicity data
for this area (17). The relatively weak periodicity
near the large earthquakes may reflect the in-
hibition of periodic slip by strong interplate
locking or indicate periods that are longer than
the observation period.
The overall pattern of the offshore slip-rate

periodicity from the repeater data correlates
with the periods inferred from GPS gradients
along profiles perpendicular to the margin (cir-
cles in Fig. 4 and fig. S13). A comprehensive eval-
uation of temporal slip-rate changes inferred
from repeaters and GPS along the NE Japan
subduction zone (figs. S2 to S4) shows correla-
tions between the GPS gradients and near-shore
repeater slip rates. The large variability in the
correlations is probably due to the small-scale
heterogeneities in periodic slow-slip behavior
on the interplate fault in both along-dip and
strike directions.
Periodic fault behavior may be driven by

external forcing by tidal, atmospheric, and hy-
drologic cycles over a wide range of periods
(21–23). However, we are unaware of forcing
processes that recur at themost common periods
we observe of 2 to 3 years (Fig. 4). Modeling
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studies suggest that slow-slip event periodicity
may be governed by fault zone properties, in-
cluding dilatancy, permeability, fluid pressure,
and healing rates (24, 25). Audet and Bürgmann
(26) draw on the observed correlation of recur-
rence periods of deep slow-slip events in global
subduction zones with seismic velocity varia-
tions to support a scenario of slow-slip event
periodicity being governed by fault zone prop-
erties. The enduring nature of the periodic be-
havior we document suggests that fault zone
constitutive properties could govern the recur-
rence of slow-slip events off northern Japan.
The 2011 Tohoku-oki earthquake occurred

0.7 years before the end of our analysis period.
Slip rate peaks in the off-Sanriku areas before
the 2011 Tohoku-oki earthquake, and the sub-
sequent timing of the 2011 earthquake falls in
the positive period of the sinusoidal slip-rate
curve (Fig. 2, B and C), although the accelerations
are not as obvious in the southern areas (fig. S3,
E and F). Slow slip was detected in 2008 and 2011
from ocean-bottom pressure sensors (18) to the
south of the off-Sanriku area. The slip episode
appears to have triggered the largest foreshock
(M 7.3) that occurred 2 days before the Tohoku-
oki earthquake (18). Preseismic slow-slip migra-

tion toward the mainshock hypocenter occurred
in February to March 2011 (4), but no significant
preslip was detected on the megathrust fault
immediately before the Tohoku-oki earthquake,
from the analysis of seafloor vertical deformation
data near the epicenter (27).
Large postseismic slip continues off Tohoku

(28). If the inherent fault zone properties gov-
ern the periodicity of slow-slip transients, the
periodicity may not change because of the
Tohoku-oki earthquake. Previous examples sup-
port this scenario: The first slow-slip acceleration
after the 1994 Sanriku-oki earthquake (M 7.6)
that occurred just north of the Sanriku area
(Fig. 2A) started somewhat earlier, but the pe-
riod and phase did not change much for later slip
accelerations in the offshore Sanriku area (Fig. 2B).
In the case of the 2003 Tokachi-oki earthquake
(M 8.0), the periodicity in the offshore area only
became prominent after the earthquake (fig. S3C).
In most probabilistic earthquake forecasts

based on recurrence intervals and time since the
last event, a constant loading rate is implicitly
assumed. The inherent periodicity of slow slip
found in this study suggests that probabilistic
forecasts of future earthquakes can be improved
byexplicitly consideringcyclic loading-rate changes.

The real-time monitoring of slow slip may also
help improve the estimation of time-dependent
earthquake hazards (29).
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Fig. 4. Spatial distribution of degree of
periodicity and dominant period esti-
mated from the repeater data.The color
intensity shows the degree of periodicity, and
the colors show the dominant period for the
periods from 1984 to 2011 (between 36.5° and
41.5°N) and from 1993 to 2011 (north of
41.5°N and south of 36.5°N).The periods
indicated for each area represent the domi-
nant peak in the amplitude spectrum of the
slip-velocity variations inferred from repeaters
for 0.4° (latitude) by 0.6° (longitude) spatial
windows. Contours show slip areas for the
2011 Tohoku-oki earthquake (M9.0) and other
M 7 or larger earthquakes since 1930
(11–13, 30). Colored circles show the
dominant period of the on-land GPS gradient
in plate motion parallel to the N105°E
(Honshu) and N120°E (Hokkaido) directions
(see fig. S13 for the spectrum of gradient time
series in profile lines a to j that are used to
compute the dominant periods).

142˚

143˚

144˚

145˚

146˚

44˚

36˚

37˚

38˚

39˚

40˚

41˚

42˚

43˚

74 mm/yr

1.
6

1.
8

2.
0

Periodicity

1
2

3
4

5
6

7
8

9

P
er

io
d 

(y
ea

r)

GPS

GPS

RESEARCH | REPORTS


